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Abstract
Minimally invasive surgeries have become popular because they reduce the typical risks of traditional interventions. In neurosurgery, recent trends suggest the combined use of endoscopy and ultrasound (endoneurosonography or ENS) for 3D virtualization of brain structures in real time. The ENS information can be used to generate 3D models of brain tumors during a surgery. This paper introduces a methodology for 3D modeling of brain tumors using ENS and unsupervised neural networks. The use of self-organizing maps (SOM) and neural gas networks (NGN) is particularly studied. Compared to other techniques, 3D modeling using neural networks offers advantages, since tumor morphology is directly encoded in synaptic weights of the network, no a priori knowledge is required, and the representation can be developed in two stages: off-line training and on-line adaptation. Experimental tests were performed using virtualized phantom brain tumors. At the end of the paper, the results of 3D modeling from an ENS database are presented.
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Hacia el modelado 3d de tumores cerebrales mediante endoneurosonografía y redes neuronales

Resumen
Las cirugías mínimamente invasivas se han vuelto populares debido a que implican menos riesgos con respecto a las intervenciones tradicionales. En neurocirugía, las tendencias recientes sugieren el uso conjunto de la endoscopia y el ultrasonido, técnica llamada endoneurosonografía (ENS), para la virtualización 3D de las estructuras del cerebro en tiempo real. La información ENS se puede utilizar para generar modelos 3D de los tumores del cerebro durante la cirugía. En este trabajo, presentamos una metodología para el modelado 3D de tumores cerebrales con ENS y redes neuronales. Específicamente, se estudió el uso de mapas auto-organizados (SOM) y de redes neuronales tipo gas (NGN). En comparación con otras técnicas, el modelado 3D usando redes neuronales ofrece ventajas debido a que la morfología del tumor se codifica directamente sobre los pesos sinápticos de la red, no requiere ningún conocimiento a priori y la representación puede ser desarrollada en dos etapas: entrenamiento fuera de línea y adaptación en línea. Se realizan pruebas experimentales con maniquíes médicos de tumores cerebrales. Al final del documento, se presentan los resultados del modelado 3D a partir de una base de datos ENS.
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INTRODUCTION

The need to improve accuracy and reduce morbidity of intra-cranial procedures has motivated the revolution in diagnosis, imaging, and medical equipment applied to neurosurgeries. Undoubtedly, current surgical navigation technology will lay the foundations for future brain tumor surgeries [1-2].

Because of the inconvenience of frame-based systems, most neurosurgeons prefer the use of frameless computer assisted navigation systems. These systems allow both the planning and registration of the surgery in an interactive display with multiple views. Most image-guidance systems have fusion capabilities for multiple imaging data sets that may include magnetic resonance imaging (MRI), computed tomography (CT), and magnetic resonance angiography (MRA) and venography (MRV). The neurosurgical procedure is usually interrupted during scanning time, which may take from a few seconds to several minutes depending on the acquisition technique. Generally, the MR techniques are expensive and have high operational costs; however, they provide superior image quality and an increased field of view. On the other hand, there are several low field systems that provide inferior image quality and smaller fields of view, although they require cheaper pieces of equipment and shorter acquisition times [3-4].

In neurosurgery, recent trends suggest the incorporation of endoscopy and ultrasound into a single use. This technique is called endoneurosonography (ENS) and is for real-time visualization of brain structures such as tumors. The ENS information can be used to generate 3D representation models of brain tumors during surgery [5-7]. On the one hand, endoscopy has recently resurfaced in the neurosurgical operations room. When coupled with frameless neuronavigation, it has proven to be accurate, reliable, and extremely useful in selected intra-cranial procedures. By combining improved illumination with endoscopic vision and angled lens, the endoscope has revolutionized the treatment of intra-ventricular lesions [8-9]. On the other hand, the image resolution and signal-to-noise ratio of intra-operative ultrasound (US) have improved, so that these systems may provide useful information when trying to access a small, sub-cortical metastasis or when resecting multiple lesions through more than one craniotomy. Further advances in US, allow 3D image acquisition to be coupled with image-guidance systems for real-time acquisition of tumor location. When the US is used in Doppler mode, information about flow velocity in vessels is feasible [10].

The information from both endoscopy and ultrasound can be combined in order to get 3D information of brain tumors, which is used to generate a geometric model of the tumor. In this sense, 3D modeling using neural networks can be useful, since the representation can be developed in two stages: the first one, an off-line training, which generates an initial model of the tumor from preliminary ENS information,
and the second one, an on-line training, which adjusts the model according to the new information received from the ENS equipment.

In this work, we present a methodology for 3D modeling of brain tumors using endoneurosonography and artificial neural networks. The use of self-organizing maps (SOM) and neural gas networks (NGN) is specifically studied. Experimental tests of 3D modeling are performed using virtualized phantom brain tumors, which are architectures that are compared with each other in terms of performance, computational cost, processing time, graphical convenience, and number of training epochs. Finally, we present the results of 3D modeling of brain tumors from an ENS database.

This paper is organized as follows: section 2 describes in a general way the methodology for 3D modeling of brain tumors using ENS and unsupervised neural networks. Section 3 presents the ENS equipment and the computer vision techniques used for processing the endoscopic and ultrasound images. Section 4 explains the 3D modeling based on unsupervised neural networks. Section 5 shows experimental results of 3D modeling of phantom brain tumors from our own ENS database. Finally, section 6 is devoted to conclude and summarize the work.

1. METHODOLOGY FOR 3D MODELING OF BRAIN TUMORS

This section presents, in a comprehensive manner, the proposed methodology for 3D modeling of brain tumors using ENS and unsupervised neural networks. The endoneurosonography data acquisition is carried out using an endoscope and an ultrasound probe. As a result, two kinds of data need to be processed: i) an ultrasound image, used to segment brain tumors by means of morphological techniques; and ii) a pair of stereoscopic images, used to estimate the 3D pose of the ultrasound probe. By combining this information, segmentation results can be referenced in the 3D space, producing a 3D point cloud with the tumor information. Finally, the tumor is modeled using unsupervised neural networks and a visualization is carried out. Figure 1 shows the 3D modeling scheme of brain tumors.

1.1 Endoneurosonography

In neurosurgery, image-guided surgery involves the registration of both pre-operative and intra-operative medical images, typically from volumetric modalities such as MRI, CT, PET, and US, with a surgical coordinate system [11-12]. For most operations, the surgical coordinates are defined by a set of x, y, and z reticules on a surgical frame affixed to the patient skull. In modern computer-aided surgery systems, the frame is replaced by a tracking system (usually optical, but possibly mechanic or magnetic) used to track the surgical tools [10]. Virtual representations of the tools are rendered over a volumetric model to provide guidance to the surgeon. In order to obtain good
results, the brain must not be touched during the surgery, which is only possible if minimally invasive surgery is used, that is, performing the operation through a small hole in the skull [5].

The incorporated use of endoscopy and ultrasound can be used to generate a 3D representation of brain tumors during neurosurgery [6, 13]. Endoscopic images are very useful because they allow watching what happens inside the skull; however, these images do not allow to see through opaque structures. Thus, it is necessary to complement such images with additional medical imaging techniques, such as MRI, CT, PET, or US. Compared to other techniques, ultrasound images are cheaper, faster, and easier to obtain in intra-operative scenarios [17, 10, 14]. The best-known application of US is the prenatal ultrasound, but it is widely used in applications such as the detection of tumors and vessel diseases in different parts of the body, including the brain. These diseases are identified as irregular regions in the ultrasound images.
[15]. When these images are under analysis, the diagnosis is based on the geometry, orientation, movement, and growing area of the region, which can be effectively supported by using computer vision techniques [16] over endoneurosonography images, presented in detail in section 3.

1.2 3D modeling of brain tumors

One of the most interesting applications of 3D modeling using neural computation is the ability to model time-varying objects, where information is not fully known at the beginning of the training but is constantly updated [17].

For our purposes, we used endoscopic and ultrasound videos, as well as ENS for real-time acquisition in intra-operative scenarios of 3D information of brain structures, such as tumors. While the surgeon handles the ENS equipment, the 3D data that define the tumor morphology are constantly updated. This information should be used to adapt the representation model.

Compared to other methods, neural networks offer interesting possibilities, since they produce continuous and compact representations, do not require large amounts of memory or long rendering times, provide volumetric representations, and allow 3D modeling in two stages: the first one, an off-line 3D modeling of brain tumors using ENS and neural networks training in order to generate an initial model of the tumor from ENS preliminary information, and the second one, an on-line training in order to adjust the model according to new information received from ENS [18].

From previous studies on 3D modeling [17-18], superiority of NGN and SOM over other neural architectures has been established. Consequently, section 4 presents the use of these neural architectures for 3D modeling tasks.

2. ENDONEUROSONOGRAPHY DATA PROCESSING

As was stated before, intra-operative ENS can be used to render internal structures such as tumors in the brain. The ENS equipment consists of a telescope, an endoscope, an US probe, and a working channel that is introduced into the brain during neurosurgery. The endoscopic system simultaneously captures color images from two miniaturized CCD sensors. The telescope, plugged into the endoscope, is introduced into the working channel to transmit images during surgery. Finally, the ultrasound probe is also introduced into the working channel to get US images of brain structures. Figure 2 shows the ENS acquisition in an intra-operative scenario. Note that the ultrasound probe must be seen by the endoscopic cameras in order to perform the stereo reconstruction. Additionally, the plane of the ultrasound image is perpendicular to the US probe.
2.1 Endoscopic image processing

In every step, two color images are obtained from the endoscopic cameras and an ultrasound image is obtained from the ultrasound sensor (figure 3). The endoscopic cameras are fully characterized (intrinsically and extrinsically), making it possible to perform a stereo reconstruction of the surgical scene. Endoscopic images have a dimension of 352×240 pixels [19]. The object of interest is the ultrasound probe, which is visible in the endoscopic images and is made of metal, rotates on its own axis, and moves randomly forward and backward through the endoscopic channel. To take advantage of this behavior, we performed a segmentation and tracking of the US probe using luminance, optical flow, and clustering.
The goal is to determine the location of the ultrasound probe throughout endoscopic frames, which is developed by applying a spatio-temporal tracking method [13]. In this approach, such segmentation is not done on a simple frame-by-frame basis but multiple image frames to segment the ultrasound probe are used.

For this purpose, features from both current and previous images are extracted. The features are then clustered to establish the US probe region in the image. The feature vector has two components: the first one is the image luminance because the ultrasound probe is made of metal and, therefore, is brighter than the other objects in the background; the second one is the Euclidean norm of the optical flow. Figure 4b shows the computation of the optical flow for an endoscopic image. Note that the highest values correspond to the image regions in which the ultrasound probe is moving.

We can obtain information about both spatial and temporal scenes by using the above features. The optical flow and the image luminance are used to define the feature space. The segmentation is performed using the k-means clustering algorithm, which is a simple and fast, numerical, unsupervised, non-deterministic, and iterative method that produces good clustering results [20].

In this application, the space feature is divided into two areas: the ultrasound probe and the background. After the clustering algorithm is applied, the image is morphologically opened to a reduced speckle noise [21]; particularly, small holes resulting from sub-sampling the Aloka ultrasound system [22] are filled. Figure 4c shows the segmentation result using the procedure described above and figure 4d shows the detection of the probe axis line using the Principal Component Analysis (PCA) [13, 7].

![Figure 4. Spatio-temporal segmentation and axis line determination of the US probe.](Source: authors)
2.2 Ultrasound image processing

We use the ultrasound device Aloka SSD-5000 in this work, since ultrasonic sensors for 360° scanning are suitable for ultrasound data acquisition in minimally invasive surgeries [16, 5]. The goal in this stage is to remove the noise in ultrasound images and to segment brain tumors. Several works have the same purpose: [23] applying image processing techniques to characterize the shape, contour, position, and orientation of thermal lesions in US images. The region of interest (ROI) is manually selected and an image segmentation algorithm is implemented based on morphological operations. [24] proposed a segmentation technique based on intra-vascular ultrasound images for studies of coronary artery diseases, also used snakes and the Contourlet transform in order to detect calcification automatically and accurately.

In this work, morphological operations are applied to reduce speckle noise [25] and to fill in small holes. Equation 1 shows the morphological closing between the image $I_{us}$ and the structuring element $M$, where $\oplus$ and $\ominus$ represent the morphological dilatation and erosion, respectively. After that, a global threshold using the Otsu’s method is applied to segment ROIs.

$$I \cdot M = (I_{us} \oplus M) \ominus M \quad (1)$$

The methodology for ultrasound image processing is taken from [6], and consists in: i) exclusion of the central part of the image because it only contains noise, ii) application of an automatic threshold using the Otsu’s method to select only the brighter regions, iii) application of morphological closing to fill in holes and reduce speckle noise, iv) use of a chain code to determine and eliminate the smallest areas, v) selection of the ROI, and vi) application of the logical operator “AND” between the ROI and the original image. The resulting image is the segmented tumor. Figure 5a shows a typical image acquired by ultrasound equipment using a radial micro-tip transducer at 10 MHz and figure 5b shows the segmentation result using the procedure explained above.

![Ultrasound image.](image1) ![Segmented image.](image2)

Figure 5. Morphological segmentation of brain structures.

Source: authors
The center of the ultrasound image is the origin of the coordinate system because it is there where the ultrasound sensor is located. The central part of the image must be excluded due to the noise caused by transducer rotation. By using technical information from the Aloka system [22], it is possible to compute a correspondence between lengths in the ultrasound images (measured in pixels) and real lengths in the 3D real-world space (measured in millimeters).

2.3 3D reconstruction results

It is possible to compute the 3D location of a brain tumor with respect to a reference coordinate system by using the ENS information. The aim is to extract information from the ultrasound images and to find the transformations to place this information in the 3D space with respect to a reference coordinate system [7]. Figure 6 shows the 3D information (point cloud and its convex hull) on a phantom brain tumor acquired from an ENS sequence of 790 frames. Each ENS frame consists of two endoscopic images and an ultrasound image, so this representation involves the processing of $790 \times 3 = 2370$ images. The sampling frequency is 4 fps.

Figure 6. 3D point cloud and 3D convex hull of a phantom brain tumor acquired from an ENS sequence of 790 frames.

Source: authors
3. 3D MODELING USING UNSUPERVISED NEURAL NETWORKS

The unsupervised architecture is a type of neural network based on competitive learning which can be used for 3D modeling of virtualized reality objects. Two of the most popular unsupervised neural architectures are SOM and NGN [26].

These architectures can be used for estimating a manifold topology from point samples [27]. The input space is clustered by assigning neurons to specific regions. The number of inputs of each neuron is equal to the input space dimension. The synaptic weight vectors are interpreted as locations in this space. Each region is a group of nearby locations according to a distance with respect to the assigned neuron. After the training, two input vectors, belonging to the same region in the space, should be represented by two very close neurons. In both SOM and NGN, each synaptic weight encodes the 3D coordinates of a point clustering on the object surface. During the training, the model falls asymptotically towards the points in the input space according to a density function, and therefore, takes the shape of the object to be modeled.

3.1 Self-organizing maps (SOM)

A SOM is a set of neurons organized in a regular grid with rectangular or hexagonal connections. The mesh can have different configurations depending on the object being modeled. Input data are the 3D coordinates \((x, y, z)\) of points on the object surface. Therefore, each neuron corresponds to a 3D point and is represented by a weight vector \(m_i\). The aim of the SOM algorithm is to approximate the input space \(\xi\) through prototypes or pointers in the form of synaptic weights \(m_i\), whereby the characteristic map \(\Phi\) gives a faithful representation of the input vectors [28].

The SOM is trained iteratively and, at each training stage, a random vector \(x\) is selected from the input dataset. The distance from \(x\) to all SOM weight vectors is calculated. The closest neuron to the input vector \(x\) is called Best Match Unit (BMU), denoted as \(c\). The BMU and its topological neighbors are updated using the adaptation rule presented in equation 2, where \(\alpha(t)\) is the learning rate and \(h_{ci}(t)\) is the neighborhood kernel around the BMU, which defines the region of influence of the input vectors on the map. We use a Gaussian neighborhood function \(h_{ci}(t) = e^{-d_{ci}^2/2\sigma^2(t)}\), where \(\sigma(t)\) is a linearly decreasing function and \(d_{ci}\) is the distance from neurons \(c\) to \(i\) through the grid connections.

\[
m_i(t+1) = m_i(t) + \alpha(t)h_{ci}(t)[x(t) - m_i(t)]
\]  
(2)
Before training, the input dataset is normalized and synaptic weights are initialized randomly along the two principal components (PC) of data distribution, extracted by PCA. Neighborhoods are defined by a rectangular grid.

### 3.2 Neural Gas Networks (NGN)

A NGN is composed of neurons, which move in the input space during training, and the position of the BMU and its neighbors is updated at each training epoch. Unlike SOM, NGN does not use a neuron ranking based on grid connections; instead, it uses a neighborhood ranking based on the closest neurons in the entire neural set. In this sense, NGN neurons can move freely through the input space and their topographic error is zero [29]. Since NGN uses a neighborhood ranking based on the entire input space, it has a better adaptation than SOM. Compared to SOM, NGN converges faster, achieves lower distortion errors, has higher computational costs (increases with the computational complexity of the sorting algorithm), and achieves a better performance using smaller training sets [18].

The NGN is trained iteratively. For each presented vector $x$, we compute the neighborhood ranking of the synaptic weight vectors ($w_0$, $w_1$, ..., $w_{(N-1)}$), where $w_0$ and $w_{(N-1)}$ are the closest and farthest vectors to $x$, respectively. The adaptation rule is given by equation 3, where $\varepsilon$ is the learning rate, $a_i (k_i (x, w)) = e^{-k_i (x, w)/\lambda}$ is the neighborhood function around the BMU, and $k_i (x, w)$ denotes the position of neuron $i$ in the neighborhood ranking. For $\lambda=0$, this algorithm is identical to k-means clustering, while for $\lambda\neq0$ not only do we update the winning neuron but also the neighboring neurons according to the neighborhood ranking (Shi et al., 2010).

$$\Delta w_i = \varepsilon \cdot a_i (k_i (x, w)) \cdot (x, w)$$

Equation 3

3D modeling results of phantom brain tumors using these unsupervised neural architectures are presented in the next section.

### 4. RESULTS

We used a database composed of $7\times104$ ENS frames of phantom brain tumors for the experiments. This database corresponds to 4.86 hours of acquisition using the ENS equipment. The information of each ENS frame depends on the segmented regions in each ultrasound image. Table 1 shows the information of six selected ENS sequences used in our experiments. For each sequence, a 10% of the data was used for the initial tumor modeling using off-line training, and the other 90% was used for the on-line adaptation of the representation model.
Table 1. ENS streams used in experimental tests.

<table>
<thead>
<tr>
<th>Stream</th>
<th>Number of frames</th>
<th>Duration (seconds)</th>
<th>Number of 3D points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stream 1</td>
<td>20</td>
<td>5.0</td>
<td>$1.9 \times 10^4$</td>
</tr>
<tr>
<td>Stream 2</td>
<td>164</td>
<td>41.0</td>
<td>$1.1 \times 10^6$</td>
</tr>
<tr>
<td>Stream 3</td>
<td>254</td>
<td>63.5</td>
<td>$1.5 \times 10^6$</td>
</tr>
<tr>
<td>Stream 4</td>
<td>790</td>
<td>197.5</td>
<td>$2.3 \times 10^6$</td>
</tr>
<tr>
<td>Stream 5</td>
<td>580</td>
<td>145.0</td>
<td>$6.1 \times 10^6$</td>
</tr>
<tr>
<td>Stream 6</td>
<td>4582</td>
<td>1145.5</td>
<td>$1.9 \times 10^7$</td>
</tr>
</tbody>
</table>

Source: authors

Figures 7 and 8 show the 3D modeling of two phantom brain tumors using ENS and unsupervised neural networks. These networks were trained off-line with 23421 and 9116 points, respectively. After that process, the off-line training is switched to an on-line training in order to adapt the shape of the model according to the new ENS information; in both cases, 2000 neurons were used.

![Figure 7](image1.jpg)

Figure 7. Off-line trained model of a brain tumor using 23421 points.
The quantization errors for SOM (b) and NGN (c) were 6.04 and 3.81, respectively.

Source: authors

![Figure 8](image2.jpg)

Figure 8. Off-line trained model of a brain tumor using 9116 points.
The quantization errors for SOM (b) and NGN (c) were 6.48 and 4.14, respectively.

Source: authors
Figure 9 shows the 3D modeling of a brain tumor using 254 ENS frames (stream 3) taken at 4 frames per second (fps). This video corresponds to a stream of 63.5 seconds and was performed using a SOM with 2000 neurons arranged in a cylindrical mesh with the hexagonal neighborhood. During the off-line training, we used five epochs for rough tuning ($8 \geq \sigma t > 3$) and ten epochs for fine tuning ($3 \geq \sigma t \geq 1$). The dataset for off-line training was composed of $1.5 \times 10^5$ points taken from the first 6.35 seconds of the ENS stream (Figure 9a); the dataset for on-line training was composed of $1.3 \times 10^6$ points taken from the rest of the ENS stream (Figure 9b). During network adaptation, the off-line information was presented in batch mode, while the on-line one was presented in sequential mode. Figures 9d and 9c show the 3D modeling using SOM. Topographic and quantization errors were 12.58% and 33.75, respectively.

(a) Off-line dataset.  (b) On-line dataset.  
(c) SOM model.  (d) SOM without connections.

Figure 9. SOM 3D modeling from ENS stream 3. The topographic and quantization errors were 12.58% and 33.75, respectively.

Source: authors
Figure 10 shows the 3D modeling of a brain tumor using 790 ENS frames (stream 4) taken at 4 fps. This video corresponds to a stream of 197.5 seconds and was performed using a NGN with 2000 neurons arranged in a cylindrical mesh with hexagonal neighborhood. During off-line training, five epochs for rough tuning and ten epochs for fine tuning were used. The dataset for off-line training was composed of $2.3 \times 10^5$ points taken from the first 19.75 seconds of the ENS stream (figure 10a); the dataset for on-line training was composed of $2.1 \times 10^6$ points taken from the rest of the ENS stream. This on-line information was input sequentially in order to adapt the network (figure 10b). Figure 10c shows the 3D modeling using NGN. The quantization error was 4.16.

![Figure 10. NGN 3D modeling from stream 4.](image)

(a) Off-line dataset. (b) On-line dataset. (c) NGN model.

The topographic and quantization errors were 0% and 4.16, respectively.

Source: authors

Table 2 shows the errors of the 3D modeling using SOM and NGN. The quantization error was calculated as the average Euclidean distance from the points of the tumor surface to the nearest neuron in the network (BMU). The topographic error is a quantitative measure of the SOM topology preservation after training, which was calculated as the proportion of all inputs for which the nearest neuron and the second nearest neuron were not adjacent in the mesh network. The topographic error in a NGN network is zero [29]. Note that the topographic error of the SOM is more than 50% for stream 5 due to the improper initialization of the network, which is done randomly over the principal axis of the off-line dataset. Since the tumor morphology is not known at the beginning of the modeling, it is not possible to guarantee the representativeness of the training dataset with respect to future data. Additionally, this bad seed is reflected on high quantization errors.
Using the correspondence between measures in the virtualized model and measures in the real world, each unit in the representation space corresponds to 0.1875 mm in the real world. Table 3 shows the quantization errors of 3D brain tumor models in millimeters. For all of the experimental streams, NGN presented the best performance with an average quantization error of 0.73214 ± 0.4505 mm, while SOM presented an average quantization error of 6.07372 ± 4.3618 mm and a topographic error of 18.22 ± 21.28 %.

[30] presented a clinical study about motion and deformation of brain structures during neurosurgery. The 3D ultrasound, applied to 12 patients, reported average vertical deformations of 3.0 mm with a maximum value of 7.5 mm, and average horizontal deformations of 3.9 mm with a maximum value of 8.2 mm. According to these results, this NGN model is accurate at detecting brain deformations during a neurosurgery.

Other studies have shown that the surface of the brain is deformed by up to 20 mm after the skull is opened during neurosurgery, which could lead to substantial error in commercial image-guided surgery systems [31]. In [32] quantitative analyze the intra-operative brain deformation of 24 subjects, using MRI to investigate whether rules can describe or predict the deformation. Their study indicates that brain shift oc-
curs predominantly in the hemisphere ipso-lateral to the craniotomy. For these clinical cases, SOM modeling could not guarantee, at least with this number of neurons, the required quality.

In [33], using MRI as an acquisition technique has reported average deformations between 5 and 10 mm, with maximum values up to 20 mm. In these cases, the NGN network can be useful for 3D modeling since their average quantization error is below this range.

CONCLUSIONS

This work shows a straightforward and efficient solution to the problem of the acquisition and modeling of 3D information of brain structures using ENS and unsupervised neural networks. The method is simple, efficient, and robust at dealing with reasonable occlusions and random probe displacements.

The proposed methodology is applied for brain structure modeling in order to assist the tumor extraction during neurosurgery. With ENS information, tumor regions can be located in the 3D space and the tumor morphology can be modeled to get an efficient and accurate representation. According to clinical studies reported in the literature and the results obtained in this work, NGN networks have greater potential than SOM for 3D modeling of brain tumors from endoneurosonography.

In 3D modeling with unsupervised neural networks, tumor morphology is encoded directly into synaptic weights of the network, which can be understood as positions in the input space. For this reason, displaying is fast and consists in plotting the neural networks over the 3D input space. This methodology offers an advantage in displaying time and disk storage space because it only requires the manipulation of the neurons instead of the entire point cloud. As a general rule, the number of neurons must be less or equal to the number of points in the input dataset.

Another advantage is that neural modeling does not require any a priori knowledge of the structure to be modeled. That is quite appropriate for this application, since the tumor morphology is not known at the beginning of the acquisition. Additionally, due to the adaptation capacity of the neural networks, the model can be adjusted dynamically according to information coming from the ENS equipment.

Currently, 3D modeling based on unsupervised neural networks is not possible for real-time application yet due to high training times. One of the solutions on which research is being conducted is the acceleration of the adaptation and visualization steps by using Graphic Processing Units (GPU). Additionally, given the relatively low cost of SOM training compared to NGN training, a hybrid neural model able to combine the speed of the SOM with the adaptability of the NGN is being developed.
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