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ABSTRACT

The purpose of this article is to compare results of fault detection
for the Tennessee Eastman (TE) process with the application of artificial
neural networks (ANN). The Neuralnet library of the open-source program
R, as well as the Keras library of the open-source program Python were
used for the training of ANN. The TE process simulation data were down-
loaded from Harvard University’s server, and subsequently analyzed,
defining the trends in the operational variables during the appearance of
failures. With the database, the training and validation of different ANN
structures were developed, considering the parameters number of hidden
neurons, activation function, and number of hidden layers. According to
the results, the training and validation of the ANNs with the Neuralnet
library yielded a lower performance in fault detection than that obtained
with the Keras library. The ANN with the best performance in detecting
failures in the TE process was obtained by the application of the Keras
library. This ANN considered 52 input variables, 11 neurons in the
hidden layer, and one neuron in the output layer, using a logistic function
(ANN represented as 52:11:1 logistic) and reporting a prediction efficiency
of 92% for the detection of faults with an external test set, which is
convenient for future implementation in industrial processes.

Keywords: Artificial neural network, Tennessee Eastman process, faults,
fault detection, fault prediction, process data, training of ANN, neuralnet,
Keras.
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2 Giovanni Morales-Medina y Sebastian Reyes-Angarita

DETECCION DE FALLAS OPERACIONALES CON REDES
NEURONALES ARTIFICIALES: APLICACION DEL PROCESO
TENNESSEE EASTMAN

RESUMEN

Este articulo tiene como finalidad la comparaciéon de resultados de
deteccion de fallas en el proceso Tennessee Eastman (TE) con redes neu-
ronales artificiales (RNA), utilizando las librerias neuralnet del programa
de codigo abierto R y Keras del programa de cddigo abierto Python. Para
esto, los datos de la simulacion de proceso TE fueron descargados del
servidor de la universidad de Harvard, y posteriormente analizados,
definiendo las tendencias en las variables operacionales ante las res-
pectivas fallas. Con la base de datos, el entrenamiento y la validacion
de diferentes estructuras de RNA fue desarrollado considerando los
parametros: nimero de neuronas ocultas, funcion de activacion y nimero
de capas ocultas. Segun los resultados, el entrenamiento y la validacion de
las RNA con la libreria neuralnet reportd menores desempeiios
de deteccion de fallas, que las obtenidas con la libreria Keras. La RNA de
mejor desempefio en la deteccion de fallas del proceso TE correspondid
a la estructura 52 variables de entrada, 11 neuronas en la capa oculta y
una neurona en la capa de salida, con funcion logistica y entrenada con
la libreria Keras (RNA representada como 52:11:1 Jogistic). Esta RNA
presenta una eficiencia en la prediccion del 92% para la deteccion de
fallas en un conjunto externo de prueba, lo que resulta conveniente en
una futura implementacion en procesos industriales.

Keywords: Red neuronal artificial, proceso Tennessee Eastman, fallas,
deteccion de fallas, prediccion de fallas, datos de proceso, entrenamiento
de RNA, neuralnet, Keras.
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Detection of operational failures with artificial neural networks: application to the Tennessee Eastman process 3

1. INTRODUCTION

Devices and equipment of industrial processes undergo failures, which can cause
safety events with consequences on different levels, ranging from the expulsion of
particulate matter and plant shutdowns to fatalities and environmental damage [1] [2].
Failures can occur due to a lack of control tuning and sensor calibrations, problems
in actuators and motors, and fracture of materials, among others [3]. In the event of
failures, process variables react following characteristic trajectories (temporal sequences
of data) that can be used for developing detection models and identifying the root cause
[4] [5]. Different detection models based on process data or simulations have been
used to correct or mitigate safety events by directly intervening in the root cause of the
failure [3] [6] [7]. These models have generally been developed considering projection
methods and artificial intelligence (Al) algorithms [8] [9] [10] [11]. The former methods
include inferential statistics and clustering such as principal components (PCA),
partial least squares regression (PLS), and discriminant analysis (DA). These methods
have shown limited performance for fault detection in highly non-linear processes,
which usually exhibit high variable correlations and variable oscillations that do not
distinguish between stationary and dynamic states [9] [10] [12]. For its part, the most
representative Al method corresponds to artificial neural networks (ANN), which have
shown adequate performance in highly non-linear processes and with correlation
between variables [10]. Lei et al. [13] reviewed the different Al models applied to fault
detection from a historical perspective. Regarding previous work in the area, several
authors have implemented fault detection with a single ANN architecture [14] [15] [16].
Likewise, the influence of the number of internal layers and the number of neurons in
these layers on the ANN performance in fault diagnosis has been analyzed, reporting
an improvement in performance by increasing the number of hidden neurons and a
setback in performance by increasing the number of failures in simultaneous predic-
tions [14] [16] [17]. The selection of input variables for the ANN has commonly been
established according to their level of correlation with the failure analyzed [15]. On
the other hand, the values for the ANN output variables have been established as
binary, with 0 for samples in normal operation and 1 for samples with failure [16]
[17] [18] [19]. Additionally, a few studies have evaluated the performance of available
program codes used in the training and validation of ANN [20] [21]. Mainly for reasons
of industrial interest, computer programs with major applications in fault detection
are commercial programs (C/C++ MATLAB, and LabView) [8] [22]. Alternatively,
training and validation of ANNs can be developed through programs written in
open-source code [8]; in fact, the academic community would see its interaction and
research increase with further development of open-source fault detection algorithms
[8]. These programs include R [23] [24] and Python [6] [21] [25] [26]. R is a language
oriented to statistical analysis, and its ANN library called neuralnet has been used
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in failure prediction [24], process optimization [27], and process safety [28]. For its
part, Python is a multipurpose high-level language, whose ANN library called Keras
has been widely applied in fault detection [7] [21] [25]. The performances of ANN
libraries from R, Python, and other programming environments on regression problems
were compared by Fernandez-Delgado ef al. [29]. According to these authors, in general
terms, Python libraries have better prediction performance than R. However, no com-
parisons have been found between the prediction performances of R and Python codes
for fault detection. Considering the above and to motivate the application of open-source
algorithms, this document presents a comparison of results between the neuralnet library
of R and the Keras library of Python, applied to fault detection using the simulation
data of the Tennessee Eastman process (TEP). Simulations of TEP have been used as
benchmarking for failure models as an alternative to the limited access to industrial data
[7118] [9]. In the following, Section 2 describes the methods related to the ANNs and the
TE process, as well as the details of the analysis of simulation data and the application
of the neuralnet and Keras libraries. Section 3 presents an examination of the trends of
some of the failures of the TEP and the training and validation results from each library.
The comparison between the performances of the libraries is detailed in Section 4.

2. MATERIALS AND METHODS

2.1 Artificial Neural Networks (ANN)

An ANN is a mathematical model that imitates the functioning of the human nervous
system for information processing. Like the nervous system, an ANN also has inter-
connected neurons organized in levels (layers). The interconnections define the flow of
information, determining the type of RNA [30]. Figure 1 illustrates the structure of an
ANN named feedforward (unidirectional flow). According to this figure, neurons in a
feedforward ANN are organized into three layers: an input layer that receives external
information, a hidden layer that modifies the signals coming from the input layer, and
an output layer that transfers data to the external devices of the ANN [14] [31]. The
hidden layer can comprise more than one sublayer [14] [30] [31].

Figure 1. Representation of a feedforward ANN. Source: Yadav and Dash, 2014.
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Each input signal to the neurons is multiplied by an associated weight (w). The
sum of the product between inputs and weights enters the neurons, which apply an
activation function, generating the respective output signals. The learning or training
of an ANN consists of the application of an algorithm that defines the values of the
weights of the connection signals (Figure 1) [14]. The algorithm called backpropagation
is the most used training algorithm, since it presents information about the sensitivity of
the network’s predictions concerning the weights of the signals. The algorithm updates
the weights based on the gradient of an error function according to the Levenberg-
Marquardt optimization method [14] [31].

2.2 Tennessee Eastman Process (TEP)

The simulation of the hypothetical process called Tennessee Eastman (TEP), created in
1993 by the company Eastman Chemical [32], is usually referenced as benchmarking
for the analysis of the performance of fault detection and control algorithms [7] [18]
[33] [34] [35] [36]. The TEP is used as a benchmark because it contains a module that
enables the scheduling of the appearance of up to 22 types of faults and disturbances,
programmed in a staggered manner or simultaneously, as well as fault-free operation
[18] [37]. In brief, the TEP is composed of a reactor, a condenser, a liquid/vapor
separator, a compressor, and a distillation column or stripper. This process is illustrated
in the diagram in Figure 2. The TEP considers eight components, two main reactions
(1 and 2), and two secondary reactions (3 and 4). The four reactions have exothermic
and irreversible characteristics [18].

Agas t Cous + Dyos = Gliguia ey
Agas + Cous T Egus = Hypia )
Agas + Egas — F liquid 3)
3D, — 2F 004 (€]
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Figure 2. Diagram of the Tennessee Eastman process. Source: Yin et al., 2012.

In the operation, feed streams 1, 2, and 3 are the flows of the reactants in the gas
phases named A, D, and E, respectively. These streams are mixed with two recircu-
lation streams (5 and 8), forming stream 6, which is directed to the reactor (Figure 2).
The reactor output flow is partially condensed and sent to the separator. The liquid
flow from the separator (stream 10) is fed to the upper plate of the stripper, while the
vapor from the separator (stream 8) is recirculated to the reactor through a compressor.
In recirculation, a fraction of gas is purged (stream 9), avoiding the accumulation of
the byproduct F and the inert B. Similarly, in the stripper, there are two main sources
of steam: firstly, a reboiler and, secondly, the feed of reagent C (stream 4). The main
products of the process are generated from the stripper (stream 11) [34] [36].

2.3 TEP Simulation Data

The simulation data of the TEP were downloaded from the database of Harvard
University [37] and analyzed, defining trends in the variables with the appearance of
failures. This database was made up of 12 manipulated variables and 41 dependent
or output variables, with samples taken every 3 minutes for 48 hours of simulation
time. Likewise, the database comprised 16 known failures and 5 unknown ones, for a
total of 21 failures. During simulation, those failures appeared in the inlet flows, the
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reactor, the condenser, and the valves (sticking). A new variable called “operation” was
included in the database, considering a value of 1 for samples in failure and a value of
0 for samples in normal operation. Likewise, the database variables were normalized
between 0 and 1 for use in the ANN training and validation codes.

2.4 Training and Validation Using neuralnet

The neuralnet library of R was used in the training and validation of feedforward
ANN architectures. Neuralnet is a package that allows the flexible configuration of
multiple hyperparameters and the generalized classification of these to optimize their
performance. This library has algorithms such as backpropagation (backprop) and
elastic backpropagation (rprop+), which update the network weights. In the execution
of the library, the sigmoid activation functions (logistic) and hyperbolic tangent (tanh)
were established for the hidden layer neurons (the code fragment can be viewed in
Appendix A). Likewise, for the output neurons, the linear activation function was
used. The minimization function used in training corresponded to the mean square
error, according to,
MSE = L i (Target, - Predicted, )2 ®)
M i=1 l '
Where, Target, and Predicted; correspond to the value of the variable “operation”
and the value predicted by the ANN, respectively. M is the number of predictions or
samples. The training and validations using neuralnet were carried out in RStudio.

2.5 Training and Validation in Keras

The Keras library was used with the Adam training optimization code. Keras applies the
training through deep learning models. The main parameters in Keras correspond to
the loss function, the optimizers, the activation function, and the network architecture.
As for neuralnet, the minimization or loss function in training corresponds to the MSE
(equation 5). Similarly, overfitting of network training can be checked using additional
data for validation of network learning performance. The Google Colab editor was
used in the coding of a routine to carry out the training and validations with the Python
libraries. The code fragment can be checked in Appendix B.

The ANN architectures were proposed considering the following parameters:
number of neurons, activation function, number of hidden layers, and tolerance for
convergence. The training of the ANN architectures was executed with 70% of the
data, while the validation was carried out with the remaining data. The ANN with
the lowest MSE parameter (calculated with the average between validation and training)
was selected as the best network for fault detection in the TE process.
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3. RESULTS

3.1 Tennessee Eastman Process Data

The simulation database reported a total of 9,850,000 samples and 52 variables [37]. This
base refers to 250,000 samples in normal operation and the rest in fault operation
(i.e. 480,000 samples for each failure). The known faults codified in the simulation and
reported in the database are described in Table 1. The simulation presents
15 types of failures: three related to compositions (failures 1, 2, and 8), seven related
to temperatures (failures 3, 4, 5, 9—12), four related to flows (failures 6, 7, 14, and 15),
and one related to reaction kinetics (failure 13). Additionally, the simulation included
5 failures of unknown origin [37].

Table 1. Known failures in the Tennessee Eastman process [32]

Failure Disturbance Class
1 AJC ratio. Composition of constant B (current 4) Step
2 B composition, constant A/C ratio (current 4) Step
3 Feed temperature D (stream 2) Step
4 Cooling water temperature at the reactor inlet Step
5  Condenser cooling water temperature Step
6  Loss of power A (current 1) Step
7 Pressure loss at C, flow reduction in stream 4 Step
8  Power composition A, B, C (stream 4) Random
9  Feed temperature D (stream 2) Random
10  Feed temperature C (stream 4) Random
11 Cooling water temperature at the reactor inlet Random
12 Temperature of cooling water at the condenser inlet ~ Random
13 Reaction kinetics Decrease
14 Water valve for reactor cooling Opening
15 Condenser cooling water valve Opening

Table 2 shows the limits for normal operation, according to the database, for the
reactor, the separator, and the distillation column. In addition to the normal process
limits, this table reports the limits established in the simulation for operation shutdown.
The upper shutdown limit taken for the reactor, the separator, and the column levels
corresponded to the full volume of the equipment. Regarding concentrations, normal
operation is considered to be in a fluctuation range of +5% w [32].
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Table 2. Limits for normal operation and shutdown of the TEP

Operating limits System shutdown limits
Variable
Lower Upper Lower Upper
Reactor pressure None 2895 kPa None 3000 kPa
Reactor level 50% (10.65 m%)  100% (21.3 m®) 20m? 24 m?
Reactor Temperature None 150°C None 175°C
Separator level 30% (3.0 m?) 100% (9 m?) 1.0m3 120m?
Column level 30% (1.98m%)  100% (6.6 m3) 1.0m3 8.0m?

On the other hand, Figure 3 shows the variations in the valve openings associated
with flow A (XMV3) (stream 1) for failure 6 (Table 1), purge flow (XMV6) (Figure 2,
stream 9) for failure 2 (Table 1), and cooling water flow to the reactor jacket
(XMV10) (stream 12) for failure 4. The valve opening percentages are part of the
simulation information. In Figure 3, the samples are shown in both normal operating
conditions and faulty operating conditions. According to this figure, the valve openings
present slight variations up to sample 200 that indicate pseudo-steady state operation
(normal operation), while subsequent samples show fluctuations in the openings
beyond the pseudo-steady state limits. Those fluctuations indicate the appearance of
the respective failures. It is important to mention that changes in position of valve 12,
when facing the reactor temperature elevation (failure 4), are small due to the high value
of the respective valve coefficient. Due to this, a slight valve movement generates a high
change in the cooling flow, leading to a prompt regulation of reactor temperature. The
above is illustrated in Figure 4, which presents the fluctuations in reactor temperature upon
the appearance of failure 4 and the activation of the respective control loop (cooling
flow to the jacket). The action of the control loop is visualized in Figure 4 by the
oscillations around the control point (120.4 °C) after sample 200. Accordingly,
the variation in the control point is about £0.3°C.

Figure 3. Variations in valve openings in the event of failures (see Figure 2). XMV3: flow A valve, stream
1. XMV6: purge valve, stream 9. XMV10: reactor jacket valve, stream 12. Source: own elaboration.
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Figure 4. Reactor temperature variations (°C) upon failure 4
and activation of the control loop. Source: authors.

Each process failure is related to a set of variables [32]. The respective variables
associated with each failure were identified by the comparison of the fluctuations of
the samples in the database and the normal operating limits (Table 2). The va-
riables associated with the failures were used for the detection through different
ANN architectures. The results are presented below.

3.2 Training and Validation with the neuralnet Library.

The ANN architectures that considered logistic activation functions were described
as “52:x:1 logistic”. That is, 52 input neurons, X neurons in the inner layer, and one
system prediction neuron in normal operation (value 0) or failure (value 1), for any
type of failure (Table 1 plus 5 unknown failures), applying the logistic function for the
hidden or internal neurons. The architectures were trained and validated with neuralnet
considering a set of 500 samples, a threshold=0.2, and different numbers of internal
neurons. These parameters were established due to the computational demand for
executing RStudio. Figure 5 presents the variations in the training, validation, and total
MSE, with the number of internal neurons. Likewise, Figure 6 shows the respective
variations in the coefficient of determination R?. From Figures 5 and 6, it is possible to
infer that the training prediction improves with the number of internal neurons (i.e.
decreasing the MSE and increasing the R?). However, the results of the validation
(data not used in training) decreased with the number of neurons in the hidden layer,
indicating a specialization of the ANN in the reproduction of the training set
(overfitting). According to the total or average MSE, the best prediction perfor-
mance was achieved with § internal neurons (RNA 52:8:1 logistic), reporting a total
MSE=0.052 and total R>=0.67. From this, the application of neuralnet function resulted
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in poor overall performance in fault detection in the TE process. Given this, different
options for neuralnet were tested, considering the number of input data, threshold,
and activation functions. Neither option led to a significant improvement in prediction
performance with neuralnet.

Figure 5. Neuralnet results for MSE with 500 data, Logistic function, threshold=0.2 Source: authors.

Figure 6. Neuralnet results for coefficient of determination with 500 data,
Logistic function, threshold=0.2. Source: authors.

3.3 Training and Validation with the Keras Library

As with neuralnet, the Keras library execution considered the total number of failures
of the TEP (Table 1 plus 5 unknown failures). Figure 7 defines the variation in the
Total MSE with internal neurons (logistic function) in the detection of failing samples.
Accordingly, it is possible to mention that the lowest total MSE is obtained with 11
hidden neurons (i.e. 52:11:1 logistic). Figure 8 presents the training MSE values and the
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validation for this Keras ANN. It follows from this figure that the number of iterations
leads to an improvement in both training and validation, ruling out overfitting or
specialization of the ANN in the fault detection process. It is necessary to clarify that
the Google Colab environment enabled Keras training with a set of 83,000 samples,
of which 80,000 were samples in a state of failure (4,000 per failure). Furthermore,
additional validations of the ANN were applied with 2 additional sets, with 4,800
samples per set (800 samples in normal operation and 200 for each failure). These
validations confirmed the trends in Figure 7 for the 52:11:1 logistic ANN.

Figure 7. Keras results for the total MSE with 87,800 data, 52:x:1 logistic. Source: authors

Figure 8. Keras results for training and validation iterations, 52:11:1 logistic. Source: authors

Besides, the number of hidden layers of the ANN was increased to two sublayers,
defining the ANN structure “52:11:X:1 logistic”. The number of neurons in the second
layer (X) was varied, determining the prediction performance. Table 3 shows the total
MSE values for the increment of the second-sublayer neurons. According to this table,
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the values obtained for the total MSE with a second sublayer were higher than those
reported with the ANN 52:11:1 logistic. Taking this into account, the performance of
the ANN declined with the addition of a second sublayer.

Table 3. Verification of the number of hidden layers. Structure 52:11:X:1

No. Neurons
Sublayers Total MSE
Sublayer 1 Sublayer 2
2 1 10 0.030
2 1 20 0.029
2 1 30 0.029
2 1 40 0.032
2 1 50 0.025

Additionally, the architecture of the ANN was augmented to consider 20 failures
for the TEP (i.e. 52:x:21 logistic). With this, in addition to detection, the ANN can be
used for the diagnosis of the type of failure. The output layer establishes a prediction
for the type of failure plus the normal operating condition. Figure 9 presents the
variation of the total MSE for the 52:x:21 logistic ANN with the number of hidden
neurons. According to this figure, the hidden layer with 80 neurons led to the best
prediction performance (i.e. 52:80:21 logistic). Similarly, the performance of the ANN
52:80:21 logistic was analyzed with the increase in the number of hidden sublayers and
neurons. Table 4 presents the results of the performances with the addition of up to two
hidden sublayers (x, z). According to this table, the best performance (total MSE=9.3)
is achieved with three hidden sublayers, according to ANN 52:80:50:30:21 logistic. This
total MSE indicates that the application of the Keras library leads to low performance
when detection and diagnosis are carried out simultaneously for the TEP failures. This
coincides with different literature reports [16] [18] [36] [37].

Figure 9. Keras results for the total MSE with 87,800 data, function 52:x:21 logistic. Source: authors.
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Table 4. Prediction performances with the number of hidden layers 52:80:x:z:21 logistic.

Sublayers No. Neurons Total MSE
Sublayer1  Sublayer2  Sublayer3
1 80 - - 12.3
2 80 20 - 11.6
2 80 30 - 12.3
2 80 40 - 1.7
2 80 50 - 1.1
3 80 50 20 10.1
3 80 50 30 9.3
3 80 50 40 9.5

4, ANALYSIS OF RESULTS

According to the results, the ANN 52:11:1 logistics trained with the Keras library of
Python reported the lowest value of total MSE (MSE= 0.018), which is ca 3 times
lower compared to the ANN 52:8:1 logistic trained with the neuralnet library of R (total
MSE=0.05). The RNA 52:11:1 logistic was additionally tested with a set composed of
400 samples for each failure. Figure 10 shows the results of this ANN for each failure.
From this figure, it is possible to mention that the testreported values of less than 0.035
for MSE, indicating satisfactory results from the trained ANN using the Keras library.
Likewise, the best predictions occurring with failures 6 and 18 (test MSE of 5.64*10-%
and 5.06*10-%, respectively), referring to a decrease in the flow of feed A and an
unknown failure (Table 1), respectively. An analysis of the trends of these faults showed
high fluctuations, which suggested that the ANN detects those respective faults with a
better performance. On the other hand, the predictions showing the lowest performance
corresponded to those for failures 1, 2, 7, and 20 (Figure 10). These failures corresponded
to fluctuations in the ratio of feed A to feed C, alterations in the composition of feed B,
a decrease in flow in feed C, and an unknown failure, respectively. The fluctuation
trends in these faults showed moderate amplitude, and, therefore, the performance
results of ANN 52:11:1 logistics were lower than the performance for failures 6 and 18.
Accordingly, the detection of fault appearance with the ANN 52:11:1 logistic showed
an efficiency of prediction of 92% in the test with 8,000 samples.
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Figure 10. Keras results for the test with the ANN 52:11:1 logistic. Source: author.

5. CONCLUSIONS

The ANNS trained with the neuralnet library showed a maximum detection performance
with a total MSE of 0.05, resulting from training with a low sample set, limited by
computational resources. For its part, training the ANNs with the Keras library reported
higher detection performance, reducing the total MSE to 0.018, obtained with a set
of 83,000 samples. The best prediction was reported by an ANN with 52 input neurons,
11 neurons in the hidden layer, and one neuron in the output layer (52:11:1 logistic).
This ANN showed an efficiency of 92% when evaluated with a set of 8,000 samples
for the individual detection of each failure. Likewise, an increase in the number of
hidden layers was not favorable for the increase in the detection performance of this
ANN. Additionally, the detection and diagnosis of the type of failure were analyzed
with an ANN trained using the Keras library. The ANN with 52 input variables, three
hidden layers (80, 50, and 30 hidden neurons, respectively), and 21 output variables
(20 failures and normal operation) (i.e. 52:80:50:30:21 logistic) reported the lowest
value for the total MSE (9.34). This performance value was insufficient for detection
and diagnosis with an external set of samples.
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APPENDIXES

Appendix A:

Figure 10 Coding of the RNA structure in R neuralnet package. Source: author.

Appendix B:

Figure 11 Code fragment of the RNA 52:11:1
structure with the Keras package in Python. Source: author.
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