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ABSTRACT
This article shows a structured process through the use of the “Intelligent Judge” 
expert system, to assist judges in the construction of inferences or evidentiary 
arguments based on the evidence, facts, and hypotheses or allegations that are 
considered in the stages of evidentiary activity in the judicial process. 
The analytical-synthetic method is used in the construction of these inferences or  
evidential arguments. The aforementioned process integrates, in a synergic way, 
the reasoning and the experience of the human judge with the precision and 
speed of artificial intelligence for the production of the judgement that decides 
the judicial process.
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Razonamiento probatorio e inteligencia artificial  
en la valoración de la prueba judicial

RESUMEN
El presente artículo muestra un proceso estructurado, mediante el uso del 
sistema experto “Juez Inteligente”, para asistir a los jueces en la construcción 
de inferencias o argumentos probatorios a partir de las pruebas, hechos 
e hipótesis o alegatos que se consideran en las etapas de la actividad 
probatoria en el proceso judicial. En la construcción de estas inferencias  
o argumentaciones probatorias se utiliza el método analítico-sintético. Dicho 
proceso integra, de forma sinérgica, el razonamiento y la experiencia del juez 
humano con la precisión y rapidez de la inteligencia artificial para la producción 
de la sentencia que decide el proceso judicial.

Palabras clave: análisis predictivo; inteligencia artificial; sistemas expertos; evidencia; 
prueba; hechos; hipótesis; probabilidades baconianas; lógica difusa; función de 
equilibrio.

Raciocínio probatório e inteligência artificial  
na valorização da prova judicial 

RESUMO
O presente artigo apresenta um processo estruturado, através do sistema ex-
perto “Juiz Inteligente”, para ajudar aos juízes na construção de inferências ou 
argumentos probatórios a partir das provas, fatos e hipóteses ou alegações que 
são considerados nas etapas da atividade probatória no processo judicial. Na 
construção dessas inferências ou argumentações probatórias utiliza-se o méto-
do analítico-sintético. Este processo integra, de forma sinérgica, o raciocínio e 
a experiências do juiz humano com a precisão e rapidez da inteligência artificial 
para a produção da sentencia que decide o processo judicial. 

Palavras-chave: análise preditivo; inteligência artificial; sistemas expertos; evidência; 
fatos; hipóteses; probabilidades baconianas; lógica difusa; função de equilíbrio. 
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INTRODUCTION

This article is the product of the work of the Master’s thesis in Criminal Procedural 
Law at the Universidad Autónoma Latinoamericana (Colombia), entitled “Reasonable 
inference as a standard of proof in criminal matters in Colombia” (Jaramillo, Mosquera & Jara-
millo, 2021), completed in June 2021, and of the article entitled “Evidence and inference, a 
reflection” (Jaramillo & Vargas, 2020), published in December 2020 in the journal Ámbito 
Jurídico. Both publications were funded by Total Jurídica S.A.S. law firm.

The problem that arises in this article is related to the methodology, procedure or 
algorithm that is used by the judge in the stages of the evidentiary activity as the ba-
sis of the judicial decision (Vargas, 2019). This methodology, procedure or algorithm 
is, on occasions, a “black box” in relation to the adequate motivation that must be re-
flected in the sentence that decides the judicial process.

Figure 1. Evidentiary activity stages in the judicial trial

Source: own elaboration.

The purpose of this article is to propose a methodology, procedure or algorithm 
that allows organizing the judge’s thinking, in the motivation of the sentence that de-
cides the judicial trial, from the proof of the facts to the hypotheses or allegations 
that are considered in the judicial trial. 
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The proposed methodology, procedure or algorithm is based on the chart-
method (Wigmore, 1937), on the chains of reasoning (Schum, 2016), on fuzzy logic 
(Zadeh, 1983), on the “on balance function” and the functioning of the cognitive assistant  
–Disciple-CD– (Tecuci, Schum, Marcu & Boicu, 2016), on the Baconian system of pro-
babilities (Cohen, 2017) and on the acceptance mechanisms as active states of the 
human mind (Cohen, 2021).

Initially it is illustrated how the expert system called “Intelligent Judge” uses 
this methodology, procedure or algorithm, which assists the judge in the orderly 
construction of inferences or evidentiary arguments, from the proof of the facts to 
the hypotheses or allegations that are considered in the judicial process and that  
are the basis for the motivation of the sentence that decides the said trial (Vargas, 
Hincapié, Sepúlveda & Pabón, 2021) (Vargas, 2021).

Subsequently, the Baconian probability system is explained (Cohen, 2017), which, 
using fuzzy qualifiers (Zadeh, 1983; Tecuci et al., 2016), is used by the expert system 
“Intelligent Judge” to calculate the individual and joint evidentiary weight that eviden-
ce gives to the facts and to the hypotheses and allegations, respectively. 

Finally, in the conclusions, the above is illustrated by example, using the respective link. 

1.  STAGES OF THE EVIDENTIARY ACTIVITY AS A FRAMEWORK FOR THE EVIDENTIARY REASONING USED 
BY THE “INTELLIGENT JUDGE” EXPERT SYSTEM

The analysis carried out by the “Intelligent Judge” expert system is based on the es-
timation of the probability based on the evidence, hypotheses or allegations, which 
are raised by the plaintiff in the civil process, or on the theory adduced by the  
prosecution in relation to the case in the criminal trial. This analysis is carried out  
in the stages of the evidentiary activity of evidence production, ordering, examina-
tion and assessment by assigning probability values to the relevant facts and to the 
pertinent and credible evidence. With these assigned values, the expert system calcu-
lates the evidentiary weight of each evidence, in relation to the facts that support the  
hypothesis or allegation, and then performs the calculation of the evidentiary weight 
of the evidence as a whole, in relation to the hypothesis or allegation. This analysis 
answers the question: How likely is the hypothesis or allegation raised by the party 
that has the burden of proof in the judicial trial?

Next, the evidentiary reasoning adopted by the judge is illustrated using the ex-
pert system “Intelligent Judge” in each of the stages of the evidentiary activity.

1.1  First Stage of the Evidentiary Activity: Production of Evidence

In the Colombian legal system, the procedural rule prescribes that the moment in 
which the parties have the opportunity to request or provide evidence of the facts that 
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serve as support or foundation for the respective hypotheses or allegations that arise 
in the judicial process is the one of the allegation, the one of the answer to the alle-
gation in a civil proceeding or the one of the charge in a criminal proceeding. At this 
stage, the judge is aware of the hypotheses or allegations raised by the parties, the 
facts in issue related to the said hypotheses or allegations, and the evidence related 
to said controversial facts.

Figure 2. Hypothesis or allegations, facts and evidence,  
are introduced in the “Intelligent Judge” expert system

Source: own elaboration.

Relevance of Facts

At this stage of the proposal, the judge interacts with the “Intelligent Judge” expert 
system, answering a question related to the relevance of the facts on which the parties 
base their hypotheses or allegations: If this fact raised by the party with the burden 
of proof is true, how likely is his/her hypothesis or allegation?

From figure 3, the judge assigns a representative concept, linguistically expressed 
–a “semantic differential” type of criterion–, and a probability value to the relevance 
of each of the facts raised by the party that has the burden of proof (Tecuci, Schum, 
Marcu, & Boicu, 2016). Suppose that the judge assigns a relevance value to this fact 
represented by the “very likely” criterion.
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Figure 3. Baconian probabilities with fuzzy qualifiers  
for the individual and joint evidentiary weight calculus

Source: own elaboration.

With this relevance value assigned with the “very likely” criterion, the “Intelligent 
Judge” expert system builds the rule of experience, which allows the judge to justify 
the relevance value assigned by him to each of the facts, in relation to the hypothe-
sis or allegation of the party that has the burden of proof.

This rule of experience is formulated as follows: “If the fact is true, then it makes 
the hypothesis or allegation ‘very likely’.”

1.2  Second Stage: Ordering of Evidence

At this stage, the judge proceeds to decree and admit the evidence that has been re-
quested and provided in the previous stage. Colombian procedural rules, in civil and 
criminal matters, prescribe what is related to the decree and the admission of evidence in 
the judicial process.1

Pertinence of Evidence

At this stage, the judge interacts with the “Intelligent Judge” expert system, answe-
ring a question related to the pertinence of the evidence on which the parties base 
the controversial facts in the judicial process: If this evidence proposed by the party 
with the burden of proof is true, how likely does this evidence make the fact it is in-
tended to prove?

From figure 3, the judge assigns a representative concept, expressed linguistically 
–a “semantic differential” type of criterion–, and a probability value to the pertinen-
ce of each evidence (Tecuci et al., 2016). Suppose the judge assigns a pertinence value 
to this evidence represented by the “likely” criterion.

Taking into account this value of pertinence assigned with the “likely” criterion, 
the expert system “Intelligent Judge” builds the rule of experience, which allows the 
judge to justify the value of pertinence that he assigns to each evidence. This rule of 

1 Rule. 375. —Pertinence. The material evidentiary element, the physical evidence and the means of proof 
must refer, directly or indirectly, to the facts or circumstances related to the commission of the criminal 
conduct and to its consequences, as well as to the identity or criminal responsibility of the accused. It is 
also pertinent when it only serves to make one of the aforementioned facts or circumstances more likely 
or less likely, or refers to the credibility of a witness or expert. Code of Criminal Procedure. Recovered 
from <https://xperta.legis.co>.

https://xperta.legis.co
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experience is formulated as follows: “If the evidence of the fact is true, then it makes 
the fact ‘likely’.”

1.3  Third Stage of the Evidentiary Activity: Examination of Evidence

The principle of immediacy requires the judge to examine the evidence that have been 
decreed and admitted in the previous stage. Colombian procedural rules, in civil 
and criminal matters, prescribe what is related to the examination of evidence in the 
judicial process.2

At this stage, the judge assesses the credibility of each evidence, which is in ac-
cordance with what is prescribed in Colombian civil and criminal legislation.3

1.3.1 Evidence Credibility

At this stage, after the evidence has been examined, the judge interacts with the “In-
telligent Judge” expert system, answering a question related to the credibility of the 
evidence on which the controversial facts in the judicial process are based: How likely is 
it that what says this proof, proposed by the party that has the burden of proof, is true? 
From figure 3, the judge assigns a representative concept, expressed linguistically –a  
“semantic differential” type of criterion–, and a probability value to the credibility of 
each evidence (Tecuci et al., 2016). Suppose the judge assigns a credibility value to  
this evidence represented by the “unlikely or little likely” criterion.

1.3.2 Evidentiary Weight of Each Piece of Evidence (Individual Assessment)

Taking into account the credibility and pertinence values assigned with semantic diffe-
rential criteria to each one of the pieces of evidence in the previous stages (production 
and ordering), the “Intelligent Judge” expert system calculates the evidentiary weight 
that each evidence gives to each fact. This individual evidentiary weight is the least va-
luated semantic differential criterion, for pertinence and credibility, of those that each 
evidence has given to each of the facts (Cohen, 2017; Schum, 2016; Tecuci, Schum, 
Marcu & Boicu, 2016). 

In the present case, the evidentiary weight that the evidence gives to this fact is 
the semantic differential criterion with the lowest value between “likely” (pertinence) 

2 Rule. 379. —Immediacy. The judge must take into account as evidence only that that has been examined 
and disputed in his presence. The admissibility of the reference evidence is exceptional. Code of Criminal 
Procedure. Recovered from <https://xperta.legis.co>.

3 Rule. 380. —Evaluation criteria. The means of proof, the material evidentiary elements and the physical 
evidence will be appreciated as a whole. The criteria for assessing each of them will be indicated in the 
respective chapter. Code of Criminal Procedure. Recovered from <https://xperta.legis.co>.

 Rule. 176. —Appreciation of the evidence. The evidence must be appreciated as a whole, in accordance 
with the rules of sound criticism, without prejudice to the solemnities prescribed in the substantial law for 
the existence or validity of certain acts. The judge will always reasonably state the merit that he assigns 
to each evidence. General Process Code. Recovered from <https://xperta.legis.co>.

https://xperta.legis.co
https://xperta.legis.co
https://xperta.legis.co
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and “unlikely or little likely” (credibility). Therefore, the evidentiary weight that the evi-
dence gives to this fact is represented by the “unlikely or little likely” criterion (table 1).

Table 1. Baconian probabilities with fuzzy qualifiers for the individual and joint 
evidentiary weight calculus 

Source: own elaboration.

1.4  Fourth Stage of the Evidentiary Activity: Assessment of the Evidence

The principle of unity that is enshrined in the Colombian Procedural Rule4 prescribes that,  
at this stage, the judge must assess the totality of the evidence, using rationality  
criteria and taking into account the evidentiary patterns of concordance and conver-
gence that are presented among the various evidence.5

1.4.1 Evidentiary Weight of all the Evidence (Conjunct Assessment)

With the relevance value assigned by the judge to the facts in the second stage (or-
dering), represented by a specific semantic differential criterion, and with the value 
of the evidentiary weight that the evidence gave to the facts, represented by another 
semantic differential criterion, the “Intelligent Judge” expert system calculates the  
evidentiary weight that all the evidence, together, gives to the hypothesis or allegation. 

The joint evidentiary weight is the semantic differential criterion of least value, for 
the relevance and the evidentiary weight, among the ones evidence gives to the fact 
(Cohen, 2017; Schum, 2016; Tecuci, Marcu, Boicu & Schum, 2016; Wigmore, 1937).

In the present case, the evidentiary weight that evidence gives to the hypothesis or 
allegation is the semantic differential criterion with the least value between “very likely” 
(relevance) and “unlikely or little likely” (evidentiary weight). The evidentiary weight that 

4 Ibid.
5 Rule. 242. —Appreciation of evidence. The judge will assess the evidence as a whole, taking into consi-

deration their seriousness, concordance and convergence, and their relationship with the other evidence 
in the judicial trial. General Process Code. Recovered from <https://xperta.legis.co>.

https://xperta.legis.co
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this evidence and this fact give to the hypothesis or allegation is represented by the 
“unlikely or little likely” semantic differential criterion. (Table 1).

Figure 4. Assigned values of relevance, pertinence, and credibility. Calculus of the 
individual weight of evidence by the Intelligent Judge” expert system 

Source: own elaboration.

Figure 4 shows that it is possible to have evidence that is not very credible (“little 
likely”), relevant (“likely”) and with little evidentiary weight (“little likely”), connec-
ted inferentially with a very relevant fact (“very likely”). Based solely on this evidence  
and on this fact, hypothesis or allegation of the party bearing the burden of proof6, it 

6 Rule. 167. —Burden of proof. It is incumbent upon the parties to prove the factual assumption of the 
rules that establish the legal effect that they pursue. General Process Code. Recovered from <https://
xperta.legis.co>.

 Rule. 7º — Presumption of innocence and in dubio pro reo. Every person is presumed innocent and must 
be treated as such, as long as the final judicial decision on his criminal responsibility is not finalized. 
Consequently, the criminal prosecution body shall bear the burden of proof regarding criminal respon-
sibility. The doubt that arises will be resolved in favor of the processed. In no case may this burden of 
proof be reversed. Code of Criminal Procedure. Recovered from <https://xperta.legis.co>.

https://xperta.legis.co
https://xperta.legis.co
https://xperta.legis.co
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can be inferred that such evidence is little likely. This process is repeated for each of 
the facts and for each evidence that takes place in the judicial process.

1.4.2 Evidentiary Patterns of Corroboration, Convergence, Contradiction and Evidentiary Conflict Used 
by the “Intelligent Judge” Expert System

Figure 5. Corroboration, convergence, contradiction, and evidentiary conflict patterns 
used in the joint assessment by the “Intelligent Judge” expert system

Source: own elaboration.

Figure 5 shows five single pieces of evidence, three facts and a hypothesis or alle-
gation. Evidence 1 favors (F) fact 1. Evidence 2 disfavors (D) fact 1. These two pieces of 
evidence show a pattern of contradiction in relation to fact 1. Evidence 3 favors (F) fact 
2. Evidence 4 favors (F) fact 2. These two pieces of evidence show a corroborative pattern 
in relation to fact 2. Pieces of evidence 1, 3 and 4 favor (F) different facts (fact 1 and 2, 
respectively) which favor (F) the same hypothesis or allegation. These three pieces of 
evidence show a pattern of evidentiary convergence in relation to the hypothesis or alle-
gation of the party that has the burden of proof. Evidence 5 favors (F) fact 3, which, in 
turn, disfavors (D) the hypothesis or allegation of the party bearing the burden of proof. 
Pieces of evidence 1, 3 and 4 favor (F) different facts (fact 1 and 2, respectively) and  
favor (F) the same hypothesis or allegation. Pieces of evidence 1, 3 and 4, which favor (F) 
the hypothesis or allegation of the party with the burden of proof, show a pattern of 
evidentiary conflict with evidence 5, which disfavors (D) the said hypothesis or allegation.
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Based solely on these five pieces of evidence and the three illustrated facts, the 
evidentiary weight of the hypothesis or allegation of the party bearing the burden of 
proof is represented by the “more likely” semantic differential criterion.

1.5  The Judicial Decision

Once the expert system, using the evidentiary standards of corroboration, conver-
gence, contradiction and evidentiary conflict, has calculated the evidentiary weight 
that all the pieces of evidence, conjointly, give to the hypothesis or allegation of the 
party that has the burden of proof, the judge proceeds to decide on the sentence in 
accordance with the respective standard of proof that has been adopted in civil or 
criminal matter (Figure 6).

Figure 6. Standards of proof employed in the judicial decision  
by the “Intelligent Judge” expert system

Source: own elaboration.

Figure 6 shows that if the evidence, in relation to a fact, is not-pertinent, irrele-
vant, redundant, illegal or illicit, its probability value is 0, and the fact that was going 
to be proved with it remains unsupported by lack of proof (Cohen, 2017).

2.  THE DOMESTICATION OF UNCERTAINTY AND IMPRECISION

Uncertainty governs the decision-making process that is performed by the judge re-
garding evidence. This uncertainty is related to the proving of the disputed facts by 
the parties in the judicial process. Given that these events are events of the past, and 
about which the judge has no knowledge, the evidence thereof only allows the judge  
to have probable knowledge in relation to their occurrence or non-occurrence. This 
probable knowledge can be measured or graded by various probability systems. Howe-
ver, since the word probable is vague and imprecise, it is equally necessary to use logical 
systems that allow uncertainty and imprecision to be “tamed”.
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2.1  The Baconian System of Probabilities

To manage uncertainty, the “Intelligent Judge” expert system uses the Baconian proba-
bility system proposed by Jonathan Cohen, which allows to graduate the uncertainty 
associated with the decision-making process ran by the judge. 

This Baconian system of probabilities is a means of graduating the “provability” –a term  
used by Cohen– of the hypotheses or allegations proposed by the party bearing  
the burden of proof in the judicial trial.

In the Baconian system of probabilities, the probability of the hypotheses or alle-
gations made by the party bearing the burden of proof depends on the completeness 
with which the credible and pertinent evidence supports, inductively, the “provability” 
of the relevant facts with regards to such hypotheses or allegations.

2.1.1 Properties of the Baconian Probability System 

Below, are illustrated some properties of the Baconian system of probabilities that 
allow the calculation of the evidentiary weight, individually and jointly, of the eviden-
ce in relation to the facts and the hypotheses or allegations that are proposed by the 
parties in the judicial trial.

2.1.1.1 Conjunction Rule

“The Baconian probability of a conjunction of probabilities (intersection) will never 
be less than the smallest Baconian probability of its conjuncts.” (Tecuci et al., 2016)7*

From the above it follows that “The probability of a fact, based on the relevant 
and credible evidence, is never less than the smallest probability of the relevance and  
of the credibility of said evidence.” (Tecuci et al., 2016)8 (See 1.3.2 above). Figure 4 illus-
trates how, based on the values of relevance (“likely” semantic differential criterion) 
and credibility (“little likely” semantic differential criterion) of the evidence, the eviden-
tiary weight that said evidence gives to the fact is the one represented by the “little 
likely” semantic differential criterion.

The probability of a hypothesis or allegation, based on the relevance of the fact 
and the evidentiary weight of the evidence that supports it, is never less than both 
the smallest probability of the relevance of the fact and the one of the evidentiary 
weight of the evidence that supports it.9 (See 1.4.1 above). Figure 4 illustrates how,  
based on the values   of relevance of the fact (“very likely” semantic differential criterion) 

7 Each one of the “joined” probabilities that make up that conjunction.
8 If PB (H / p1 RELEVANT) > PB (H / p1 PERTINENT) then PB [H / p1 (CREDIBLE AND PERTINENT)] = PB (H / p1 PERTINENT) or if PB  

(H / p1 PERTINENT) > PB (H / p1 CREDIBLE) then PB [H / p1 (PERTINENT AND CREDIBLE)] = PB (H / p1 CREDIBLE).
9 If PB (H / h1 RELEVANT)> PB (H / p1 EVIDENTIARY WEIGHT) then PB (H / h1 RELEVANT AND p1 EVIDENTIARY WEIGHT) =  

PB (H / p1 EVIDENTIARY WEIGHT) or if PB (H / p1 EVIDENTIARY WEIGHT)> PB (H / h1 RELEVANT) then PB (H / p1 EVIDENCIARY WEIGHT and 
h1 RELEVANT) = PB (H / h1 RELEVANT).
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and evidentiary weight (“little likely” semantic differential criterion) that the evidence 
gives to the fact, the evidentiary weight that said evidence gives to the hypothesis or 
allegation is represented by the “little likely” semantic differential criterion.

Table 1 illustrates the balance of probabilities that can be established for:

1- The individual evidentiary weight that the evidence gives to the fact, based on the 
relevance and the credibility of the evidence.

2- The joint evidentiary weight that the evidence gives to the hypothesis or allegation, 
based on the relevance of the fact and the evidentiary weight that the evidence 
gives to the fact.

Table 1 shows the various combinations that can be presented for the evidence, 
in relation to the values of relevance and credibility, and for the evidentiary weight 
that evidence gives to the facts and their relevance. 

In other words, it is possible to have a (little, very or not at all) credible and (little, 
very or not at all) relevant evidence, giving (little, much or no) weight to a (little, very or 
not at all) relevant fact in relation to a hypothesis or allegation raised in a judicial trial.

2.1.1.2 Disjunction Rule

“The probability of a disjunction of probabilities (union) is equal to the largest Baco-
nian probability of its disjoints.” (Tecuci et al., 2016)

From the foregoing it follows that “The probability of a fact that is favored by two 
or more pieces of evidence, with different evidentiary weight, is equal to the Baconian 
probability with the greater evidentiary weight of its disjunctions.” (Tecuci et al., 2016)10 

Table 2. Baconian probabilities with fuzzy qualifiers for the calculation of the conjunct 
evidentiary weight of consonant evidence

Source: own elaboration.

10 If PB (fact2 / p4)> PB (fact2 / p3) then PB (fact2 / p3 or p4) = PB (fact2 / p4).
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Figure 5 and table 2 illustrate how the values of pertinence (“likely” semantic di-
fferential criterion) and credibility (“almost true” semantic differential criterion) of 
evidence 3, the evidentiary weight that it gives to fact 2 is represented by the “likely” 
semantic differential criterion. 

For the values of pertinence (“almost true” semantic differential criterion) and 
credibility (“true” semantic differential criterion) of evidence 4, the evidentiary weight 
that it gives to fact 2 is represented by the “almost true” semantic differential crite-
rion. The greatest evidentiary weight of these two pieces of evidence that favor fact 2 
is represented by the “almost true” semantic differential criterion. 

The foregoing corresponds to the evidentiary corroboration pattern illustrated abo-
ve in 1.4.2 and in figure 5. The probability of a hypothesis or allegation that is favored 
by two or more facts that have different evidentiary weight is equal to the Baconian 
probability with the greater evidentiary weight of their disjunctions.11

Figure 5 and table 2 illustrate how the values of relevance (“very likely” semantic 
differential criterion) and evidential weight (“unsupported” semantic differential crite-
rion) of conflicting pieces of evidence 1 and 2 show the evidentiary weight that they 
give to the hypothesis or allegation is represented by the “unsupported” semantic di-
fferential criterion. Similarly, for the relevance values (“very likely” semantic differential 
criterion) and evidential weight (“almost true” semantic differential criterion) of co-
rroborating pieces of evidence 3 and 4, the evidentiary weight that they give to the 
hypothesis or allegation is represented by the “very likely” semantic differential crite-
rion. The greatest evidentiary weight of these two facts that favor the same hypothesis 
or allegation is represented by the “almost true” semantic differential criterion. The 
foregoing corresponds to the evidentiary convergence pattern (consonance) illustra-
ted above in 1.4.2, in figure 5 and in table 2.

2.1.1.3 Property of Negation

“If the Baconian probability of a hypothesis or allegation, based on evidence, is grea-
ter than 0, then the Baconian probability of the denial of said hypothesis or allegation, 
based on said evidence, is equal to 0.”(Schum, 2016).

If PB (Hparty / p1) = 1 then PB (non-Hcounterparty / p1) = 0.

This means that, if the Baconian probability of the hypothesis or allegation of the 
party bearing the burden of proof, based on the favorable evidence, is greater than 0, 
then the Baconian probability of the denial of the hypothesis or allegation of the cou-
nterparty, based on said favorable evidence, will be equal to 0.12 (figure 7).

11 If PB (fact2 / p3 and p4)> PB (fact2 / p1 and p2) then PB [fact2 / (p1 and p2) or (p3 and p4)] = PB [fact2 / (p3 and p4)].
12 Therefore, PB (Hparty / p1)> PB (non-Hcounterparty / p1). The Baconian probability of the hypothesis or allegation of the  

party bearing the burden of proof, based on the p1 evidence, is greater than the Baconian probability of  
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Figure 7. Evidence 1 from the party bearing the burden of proof

Source: own elaboration.

The foregoing, until the counterparty produces and proposes an unfavorable evi-
dence that equals or exceeds the degree or measure initially established by the party 
that has the burden of proof. If the counterparty does not propose an evidence that 
disfavors the hypothesis or allegation raised by the party that has the burden of proof, 
the denial of said hypothesis or allegation is unsupported due to lack of evidence. For this 
reason, the value of zero, in the Baconian probability system, means “lack of evidence.” 

the denial of the hypothesis or allegation of the counterparty, based on the same evidence. p1. Evidence 
p1 –proposed by the party, ordered and practiced at a hearing by the judge– initially gives inductive support 
to the hypothesis or allegation of the party (H), to a degree equal to 1. In other words, evidence p1 –pro-
posed by the party that bears the burden of proof and that is subjected to contradiction in the practice of 
the evidence at a hearing–, if true, makes the hypothesis or allegation of the party (H) more likely, and not 
likely at all the denial of the hypothesis or allegation of the counterparty (non-H). 
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Assuming that the counterparty produces and proposes evidence 2, which cha-
llenges the credibility of evidence 1 to an equal or greater degree or measure, then 
fact 1 and the hypothesis or allegation of the party bearing the burden of proof are 
left unsupported and its value is 0.13 (figure 8).

If PB (Hparty / p1 and p2) = 0 then PB (non-Hcounterparty / p1 and p2) = 2.

Evidence 2 increases the probability of the denial of the hypothesis or allegation 
of the counterparty to a higher level, equal to 2, and the probability of the hypothe-
sis or allegation of the party bearing the burden of proof falls to 0. First, one part  
of the balance was charged in favor of the hypothesis or allegation of the party bearing 
the burden of proof and the other was withdrawn, and then the opposite happened.

To the extent that the parties produce and propose various pieces of evidence, in 
relation to the relevant facts that support their hypotheses or allegations, the balance 
of probabilities is recharged in one way or another. From the foregoing it follows that 
the probability of the hypothesis or allegation of the party bearing the burden of proof, 
based on evidence 1, may be greater than or equal to the probability of the denial of the  
hypothesis or allegation of the counterparty, based on evidence 2, and vice versa.

From the above it follows that:

PB (Hparty / p1) ≥ PB (no-Hcounterparty / p2) or PB (no-Hcounterparty / p2) ≥ PB (Hparty / p1).

This grading of the support that pieces of evidence 1 and 2 give to the hypothe-
ses or allegations of the parties is carried out in comparative terms; that is, they can 
only be compared and, therefore, said probabilities cannot be combined algebraica-
lly (Cohen, 2017; Schum, 2016).

13 Hence, PB (non-Hcounterparty / p1 and p2) > PB (Hparty / p1 and p2). The Baconian probability of the denial  
of the hypothesis or allegation of the counterparty, based on the pieces of evidence p1 and p2, is greater 
than the Baconian probability of the hypothesis or allegation of the party that has the burden of proof, 
based on the same pieces of evidence p1 and p2. The evidence p2 –proposed by the counterparty, ordered 
and practiced at a hearing by the judge– gives inductive support to the denial of the hypothesis or al-
legation of the counterparty (not-H), to a degree equal to 2. In other words, the evidence p2 –proposed 
by the counterparty and subjected to contradiction in the practice of the evidence at a hearing–, if true, 
makes the denial of the hypothesis or allegation of the counterparty (non-H) more likely, and not likely 
at all the hypothesis or initial allegation of the party that has the burden of proof (H).
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Figure 8. Impugnation of evidence 1 by the counterparty

Source: own elaboration.

Schematically, in so far as the parties produce and propose evidence favoring and 
disfavoring their hypotheses or allegations, the following balance is obtained:

1) PB (Hparty / p1) = 1 and PB (non-Hcounterparty / p1) = 0.

Therefore, PB (Hparty / p1)> PB (non-Hcounterparty / p1).

2) PB (Hparty / p1 and p2) = 0 and PB (non-Hcounterparty / p1 and p2) = 2.

PB (Hparty / p1 and p2) <PB (non-Hcounterparty / p1 and p2).
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The evidentiary weight that evidence 1 gives to fact 1 is initially “little likely” and the  
evidentiary weight that evidence 2 gives to fact 1, later, is “likely”.14 This evidentiary 
conflict leaves fact 1 and the hypothesis or allegation of the party bearing the bur-
den of proof without support. (Figure 8). 

Table 3 shows the balance of probabilities for pieces of evidence 1 and 2, which 
show a pattern of contradiction (evidentiary dissonance). (Figure 5). (Tecuci, Schum 
et al., 2016).

Table 3. Baconian probabilities with fuzzy qualifiers for the calculation  
of the conjunct evidentiary weight of dissonant evidence

Source: own elaboration.

Figure 9 illustrates how the party with the burden of proof puts again in its favor, 
with evidence 3, the balance of probabilities related to its hypothesis or allegation. 

Evidence 3 makes the Baconian probability of the hypothesis or allegation of  
the party bearing the burden of proof, [PB (Hparty)], greater than the probability of the  
denial of the hypothesis or allegation of the counterparty, based on said eviden- 
ce [PB (non-Hcounterparty)].

15

1) PB (Hparty / p1) = 1 and PB (non-Hcounterparty / p1) = 0.

Therefore, PB (Hparty / p1)> PB (non-Hcounterparty / p1).

2) PB (Hparty / p1 and p2) = 0 and PB (non-Hcounterparty / p1 and p2) = 2.

14 PB (no-Hcounterparty / p2) = [likely] ≥ PB (Hparty / p1) = [little likely].
15 PB (Hparty / p3) = [likely] ≥ PB (non-Hcounterparty / p1 and p2) = [unsupported]. Hence, PB (Hparty / p3)> PB 

(non-Hcounterparty / p1 and p2). The Baconian probability of the hypothesis or allegation of the party bearing 
the burden of proof, based on the evidence p3, is greater than the Baconian probability of the denial  
of the hypothesis or allegation of the counterparty, based on p1 and p2 pieces of evidence. Evidence p3 
–proposed by the party, ordered and examined at a hearing by the judge– gives inductive support to the 
hypothesis or allegation of the party (H), to a degree equal to 3. In other words, evidence p3 –proposed 
by the party and subjected to contradiction in the practice of the evidence at a hearing–, if true, makes 
the hypothesis or allegation of the party (H) more likely than the denial of the hypothesis or allegation 
of the counterparty (non-H).
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PB (Hparty / p1 and p2) <PB (non-Hcounterparty / p1 and p2).

3) PB (Hparty / p1 and p2 and p3) = 3 and PB (non-Hcounterparty / p1 and p2 and p3) = 0.

PB (Hparty / p1 and p2 and p3)> PB (non-Hcounterparty / p1 and p2 and p3).

This balance of probabilities ends when one of the parties fails to try to prove a 
relevant fact that favors its hypothesis or allegation. If the party bringing the legal ac-
tion meets the burden of proof to a certain degree or measure of probability, and the 
counterparty does not exceed or equal that degree or measure of probability, then 
the party bringing the legal action wins the legal process. But if it doesn’t, it loses.

Figure 9. Production and proposition of evidence 3 by the party bearing the burden of proof

Source: own elaboration.
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The party that wins the process will need to have demonstrated its argument, ba-
sed on the standard of proof beyond all reasonable doubt, in the criminal trial, and on that 
of preponderant evidence, in the civil, administrative or labor trial. 

The greater the evidentiary weight of the evidence taken into consideration, the 
greater the margin by which one of the parties exceeds the other.

1) PB (Hparty / p1) = 1 and PB (non-Hcounterparty / p1) = 0.

Therefore, PB (Hparty / p1)> PB (non-Hcounterparty / p1).

2) PB (Hparty / p1 and p2) = 0 and PB (non-Hcounterparty / p1 and p2) = 2.

PB (Hparty / p1 and p2) <PB (non-Hcounterparty / p1 and p2).

3) PB (Hparty / p1 and p2 and p3) = 3 and PB (non-Hcounterparty / p1 and p2 and p3) = 0.

PB (Hparty / p1 and p2 and p3)> PB (non-Hcounterparty / p1 and p2 and p3).

4) PB (Hparty / p1 and p2 and p3 and p4) = 4 and PB (non-Hcounterparty / p1 and p2 

and p3 and p4) = 0.

PB (Hparty / p1 and p2 and p3 and p4)> PB (non-Hcounterparty / p1 and p2 and p3 and p4).

5) PB (Hparty / p1 and p2 and p3 and p4 and p5) = 5

and PB (non-Hcounterparty / p1 and p2 and p3 and p4 and p5) = 0.

PB (Hparty / p1 and p2 and p3 and p4 and p5)> PB (non-Hcounterparty / p1  
and p2 and p3 and p4 and p5).

The evidentiary weight that evidence 4 gives to fact 2 is greater than 0 (“almost 
true” semantic differential criterion). Pieces of evidence 3 and 4 corroborate fact 2 
with an evidentiary weight represented by the “almost true” semantic differential cri-
terion, and converge on the hypothesis or allegation of the party bearing the burden 
of proof, making it “very likely”.16 (figure 5).

The evidentiary weight that evidence 5 gives to fact 3, which is unfavorable to the hy-
pothesis or allegation of the party bearing the burden of proof, is greater than zero. The  
evidentiary weight that proof 5 gives to fact 3 is represented by the “more likely”  
semantic differential criterion. 

However, given the low relevance of fact 3 (represented by the “likely” semantic 
differential criterion), this makes the evidentiary weight that evidence 5 gives to fact 
3 to be represented by the “little likely” semantic differential criterion.17

16 PB (Hparty /p1 and p2 and p3 and p4) = [almost true] ≥ PB (no-Hcounterparty /p1 and p2) = [unsupported].  
Then, PB (Hparty / p1 and p2 and p3 and p4) > PB (no- Hcounterparty / p1 and p2). 

17 PB (Hparty / p1 and p2 and p3 and p4) = [almost true] ≥ PB (no-Hcounterparty / p5) = [likely]. Then, PB (Hparty / p1 
and p2 and p3 and p4) > PB (no-Hcounterparty / p5).
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Table 3, above, shows the balance of probabilities for the evidential weight of pieces 
of evidence 1, 2, 3 and 4 (represented by the “almost true” semantic differential criterion) 
in relation to the evidential weight of evidence 5 (represented by the “likely” semantic 
differential criterion), which exhibits a pattern of conflict (evidentiary dissonance). 
(figure 5). (Tecuci, Schum et al., 2016).

As said, this scheme ends when one of the parties fails to try to prove a relevant 
fact that favors its hypothesis or allegation.

2.2  Fuzzy logic

The expression “likely”, used by the expert system “Intelligent Judge”, although it is 
in common use, can have different meanings for different people. To handle the va-
gueness and imprecision in human evidentiary inferences in which the word “likely” is 
used, the “Intelligent Judge” expert system uses the fuzzy logic, proposed by Lofti Za-
deh (Schum, 2016; Zadeh, 1983; Zadeh & Yager, 1987). 

From this point of view, Zadeh proposes to use verbal expressions referring to the 
word “likely”, to accommodate numerical ranges of probability, such as those illustrated in  
figure 3 (Tecuci et al., 2016). The logic used here is not bivalent, it is multivalued, since 
the expression “likely” can take various values other than 0 and 1. The questions that 
were formulated in 1.1.1, 1.2.1 and 1.3.1 use the expression “likely” as a mechanism 
for accepting the premises that are included in the reasoning that is issued daily by 
judges and people in general (Cohen, 2021). 

The premises and conclusions used and reached by the human judge, through 
such questions, are fuzzy in nature and, therefore, not as definitive as those used in 
conventional bivalent logic. The rules of experience, used in 1.1.1 and 1.2.1 to justi-
fy the values of relevance of facts and pertinence of evidence, are clear examples of 
the vagueness and imprecision that are present in the judicial decision. Modulators  
of the expression “likely” were used to justify such values of relevance and pertinence 
–which, as noted, are semantic differential criteria–, such as “more likely”, “very likely” 
or “little likely”, which, in themselves, are vague or fuzzy in nature.18

The expression “likely” is elastic in nature. Figure 10 illustrates a set of fuzzy expres-
sions, such as “probably”, “generally”, “in most cases”, “almost always”, “frequently”, 
among others, that are specific to the rules of experience and are used as an intellec-
tual device in the construction of inferences by people (Schum, 2016). 

Figure 10 shows how no range less than 50 means “probably”, “generally”, “in most 
cases”, “almost always”, “frequently”. Membership in the fuzzy set “probably” corres-
ponds to the numerical ranges between 50 and 100. The common sense of human 

18 For example, a judge might only be able to say something like “since the witness was evasive, contradic-
tory, and biased, it is little likely that what he or she stated is true.”
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beings is a collection of dispositions or events that we take “probably”, “usually”, “in 
most cases”, “almost always”, “frequently” as true (Schum, 2016). 

The experience rules that make it possible to justify the values of relevance and 
pertinence that are assigned by the judge to the facts and the evidence, respectively, 
are affirmed in fuzzy terms (Tecuci et al., 2016). 

Figure 10. The “Probably” fuzzy set of the experience rules

Source: own elaboration.

The qualifiers chosen in figure 3 depend on the experience and knowledge that 
people have, who ultimately use them to justify the conclusions they reach. Figure 3 
illustrates how such justifications can be established as verbal expressions of nume-
rical ranges of probability, and not as unique numerical values of probability. 

The work illustrated in figure 3 is a notable example of the scale developed by 
Tecuci, Schum, Marcu and Boicu, in the intelligence analyses, as specific probabilistic 
referents of the verbal justifications that account for the inquiries they carry out.

All lawyers know what is related to the standards of proof in criminal matters, such 
as “reasonable inference”, “probability of truth” and “beyond reasonable doubt”, among  
others, which are vague or in nature. 

Similarly, Rule 375 of the Colombian Criminal Procedure Code, which prescribes what  
is related to the pertinence of the evidence (see footnote above, in 1.2.1), was esta-
blished in fuzzy terms, since it uses the expression “more or less probable”.
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2.3  Fuzzy Sets and Fuzzy Logic

The analysis proposed with the use of the “Intelligent Judge” expert system is an al-
ternative method for grading the evidentiary weight in the made inferences, from the 
evidence to the facts and from the facts to the hypotheses or allegations that are rai-
sed by the party bearing the burden of proof in the judicial process. 

For fuzzy logic, probability is a linguistic variable whose possible semantic 
representations and their equivalent numerical ranges are illustrated in figure 3 (Tecuci, 
Schum et al., 2016).

In 1.3.2 and 1.41 it was illustrated how, in the use of the “Intelligent Judge”  
expert system, combinations of these linguistic variables are used as predicates for 
the pertinence and credibility of evidence, as well as for the relevance of the facts 
and the evidentiary weight that evidence gives to them.19* This means that the judge 
can calmly say that he has a pertinent and credible evidence, or a relevant fact that 
has evidentiary weight, by means of the operations of conjunction, disjunction and 
negation, typical of the Baconian probabilities that were illustrated from 2.1, above.20

Depending on what the evidence is believed to mean, it is possible to justify, by 
means of the Baconian probability system illustrated in 2.1, the evidentiary weight 
that is assigned on the scale represented in figure 3. This scale accounts for the ca-
libration of fuzzy judgments on the evidentiary weight of the evidence in the judicial 
process: the proposed mechanism to combine such fuzzy trials based on a set of evi-
dence. It is our position to assert, even naively, that such an employed mechanism is 
quite plausible.

CONCLUSIONS

This article has presented a methodology, procedure, or algorithm and the “Intelligent 
Judge” expert system, which allows organizing the judge’s thinking regarding the moti-
vation of the sentence that decides the judicial trial, from the evidence of the facts to  
the hypotheses or allegations that are considered in the judicial trial. 

Said methodology, procedure, or algorithm involves a synergy between the 
knowledge, experience and evidentiary reasoning used by the judge and the speed 

19 “This evidence is pertinent and credible”; “This fact is relevant and has evidentiary weight.”
20 The testimonial evidence is pertinent and credible. Suppose that the evidentiary weight of the pertinent 

and credible testimonial evidence is represented by the semantic differential criterion “very likely” (co-
rresponding to 80-95 %). According to figure 10, a judge could say that the testimonial evidence is, in 
a range between 70-80 %, “credible”, and in a range between 80-95 %, “pertinent”. The conjunction of  
these verbal expressions –semantic differential criteria–, which correspond to the numerical ranges  
of probability of credibility and pertinence noted before, will be the lowest of the values of said conjunction 
(Tecuci et al., 2016). No lawyer could seriously claim that the pertinence and the credibility of a piece of 
evidence make a fact likely with a probability of 85 %. Numerical ranges of probabilities better account 
for the imprecision associated with the process of estimating probabilities.
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and precision of artificial intelligence, through the use of the “Intelligent Judge” expert 
system to assist in the complex task of the assessment of the judicial proof. 

Also, students and teachers can be assisted by the “Intelligent Judge” expert system 
in the elaboration of evidentiary inferences, which are quite useful in the subjects of 
Evidence Theory and Procedural Law. Practicing lawyers can now be better prepared to  
face judicial processes through the “Intelligent Judge” expert system, which assists them 
in predicting the judicial assessment that, based on the evidence, they can expect to 
be reflected in a judicial sentence. 

Public prosecutors will have a support tool in the elaboration of inferences that 
allow them to quickly assess the alternative hypotheses that may be raised in the res-
pective theory of the case and in the various stages of the evidentiary activity.

The probabilities system and the logic that are raised in the article, and used by the 
“Intelligent Judge” expert system, account for the transparent form of the evidentiary  
reasoning that can be used by the judge in the construction of the evidentiary arguments  
that serve as support for a rational evaluation of the evidence and, therefore, which 
make it the basis of a judicial decision in accordance, to a greater extent, with the 
justice value.

The operation of the “Intelligent Judge” expert system is illustrated by an example 
in the cybernetic link <https://youtu.be/B4XCG74YVSg>.
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